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INTRODUCTION

Wholesale electricity markets—in which large customers like utilities buy power from generators—are both complex and diverse. In the broadest terms, generators submit bids containing quantity and price of electricity production. These bids can account for fuel costs, environmental taxes, and other operations and maintenance costs such as labor.

Independent system operators (ISOs) order all bids from highest to lowest to form the supply curve for electricity. They then intersect this supply curve with the total demand from all end consumers—residential, commercial and industrial—at each point in time. This process determines the wholesale market price, production level for each plant, and generation mix. And the process is repeated as frequently as every five minutes.

Prices fluctuate constantly as supply and demand conditions vary throughout the day. They can spike abruptly during periods of high demand or constrained supply. Prices also tend to be low during the night or when the weather is mild. There also exist forward markets for electricity, wherein traders attempt to predict the future price of electricity, based on historical electricity prices, predicted fluctuations in fuel prices, and weather forecasts. These markets typically act on day-ahead or hour-ahead timescales.

Responding to these rapidly changing prices would be incredibly difficult for the typical end user. However, most commercial and residential consumers do not directly interact with this market in their daily lives. They instead purchase their electricity from a local utility, which in turn has bought electricity on the wholesale market. Historically, these retail distributors have charged a single fixed-rate price of electricity.

This system creates a wedge between the wholesale and retail prices of electricity. That is, prices charged by utilities rarely match the current price of electricity in the wholesale market, which reflects the true variable cost of generating electricity. This leads to inefficient energy use—for example, during extreme peak hours when wholesale prices are unusually high, residential customers face a much lower price and do not have economic incentives to reduce their electricity use. To address this, utilities have been experimenting with various types of dynamic electricity pricing schemes, which allow the retail price of electricity to vary more frequently and to track the wholesale price more closely.

In a recent study, we (and our co-authors from MIT, UC Berkeley, and UC San Diego) use data over the period 2000 to 2020 for many of the largest wholesale power markets in the United States to analyze the performance of a wide range of hypothetical electricity
pricing systems. We show that time-of-use (TOU) electricity pricing schemes are poorly correlated with real-time wholesale market prices and that this phenomenon is widespread across space and time (Hinchberger et al., 2024).

We consider two alternative pricing policies: time-of-use pricing, which sets a schedule of different hourly prices for different times of day, week, or year, and critical peak pricing in which a utility can “call” a limited number of peak events and charge a high price during hours when generation costs spike.

TRADE-OFFS IN RETAIL ELECTRICITY PRICING

To provide customers with the right price signals and incentives to conserve energy, one may argue that retail prices should update in real-time with the wholesale price. This would resolve pricing inefficiencies but lead to an unpleasant and financially unsettling experience for customers. Wholesale electricity prices can be volatile, with negative prices in some hours and prices orders of magnitude greater than the annual average in others.

Allowing retail prices to vary with wholesale prices can lead to shockingly high electricity bills for some customers, especially when adverse weather events and other natural disasters cause more pronounced and frequent price spikes. Policymakers must balance these concerns with the benefits of providing consumers with adequate incentives to save energy during peak hours.

We compare candidate pricing schemes along three dimensions: 1) simplicity, 2) predictability, and 3) efficiency:

1. **Simplicity** refers to the ease with which consumers can understand their electric bill. This can be roughly measured by the number of different prices consumers need to consider when planning their electricity usage over time—if they do this in the first place. Naturally, the standard single-price retail scheme is, as one might expect, the simplest. More complex pricing schemes complicate consumer decision-making. However, simpler tariffs are less able to capture variation in the wholesale market, causing the aforementioned pricing inefficiency.

2. **Predictability** refers to the ability of retail customers to know the price of electricity in a given hour sufficiently in advance so that they can be incorporated into the decision process. With fixed prices, consumers are shielded from unpleasant “surprise bills”. However, wholesale electricity prices are difficult to predict far ahead of time, and therefore predictable pricing will be hard to align with market conditions.

3. **Efficiency**, in an economic sense, refers to the case where customers pay the true variable cost of power, and therefore face the right incentives to conserve electricity when it is expensive. A fixed, single retail price causes over-use of electricity in peak periods and under-use in off-peak periods. Utilities and their customers could be made better off by shifting some consumption away from peak hours. This misallocation can also have environmental consequences, as it causes drastic shifts in load throughout the day. This means that electricity generation frequently occurs far along the merit order curve, using peak-load generation technologies that not only have higher variable costs but also often emit more pollution than base-load generators.

In the remainder of this policy brief, we consider the potential efficiency gains of alternative pricing schemes that sacrifice different amounts of simplicity and predictability. To analyze prospective policies, we have collected hour-level locational price data between 2000 and 2020 from wholesale markets across the United States, forming a dataset with over one billion observations. Our dataset covers all seven restructured independent U.S. system operators: PJM (East Coast), ISO-NE (New England), NYISO (New York), ERCOT (Texas) MISO (Midwest), SPP (South Central), and CAISO (California).
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2 Nevertheless, some utilities are experimenting with these sorts of policies, such as ComEd’s opt-in Hourly Pricing program.

3 Some power generators would rather pay to stay online for a few hours in order to avoid costly shutdown or to monetize a production tax credit.
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SOPHISTICATED TIME-OF-USE PRICE SCHEDULES

The first alternative policy we consider is sophisticated time-of-use pricing. These are pricing schemes that are fixed well in advance but can vary across different hours of the day, days of the week, or weeks of the year. An example from San Diego Gas & Electric is given in Figure 1, where prices vary by time of day and between weekdays and weekends.

The highest, on-peak prices apply to late afternoons and early evenings when power demand is high; the lowest “super off-peak” prices are charged at night and during other hours when power demand and wholesale-market prices are at their lowest.

While the price of electricity will vary idiosyncratically hour by hour, utilities can still improve their tariff structures by taking advantage of cyclical patterns in prices. This variation can be thought of as occurring on three timescales: throughout the day, within the week, and across seasons. Within a day, usage (and, consequently, prices) are typically highest in the early evening and lowest in the middle of the night. Across days of the week, weekends (and holidays) experience smaller commercial and industrial loads compared to workdays. Over the course of the year, demand tends to be greatest during the summer months, when air conditioning units are most extensively used.

San Diego Gas & Electric includes all of these sources of variation in setting their price schedule, while other plans may include some. For example, Eversource in New England offers a monthly variable rate plan that only reflects seasonal variation, as well as a peak/off-peak
pricing option that only reflects within-day variation. In general, a typical time-of-use schedule will feature peak hours during the early evening on weekdays, often “super-off peak” hours during the night, and some degree of seasonal updating.\(^4\)

Using our data, we can construct hypothetical pricing schemes that take advantage of this cyclicality in different ways. Figure 2 displays the potential efficiency gains for four candidate pricing schemes: peak vs. off-peak pricing, peak pricing that can vary on weekdays vs. weekends, peak pricing by weekend/weekday and by season, and peak pricing by weekend/weekday by month-of-year.

The vertical axis represents how much (in proportional terms) the policy performs better than simply charging the average price, relative to the theoretical ideal of real-time pricing. In other words, 0 represents a policy that is as efficient as the best single-price policy, and 1 represents a policy that is as efficient as real-time pricing.

The result here is intuitive: with these hypothetical policies, greater complexity results in greater efficiency gains. Even though peak pricing appears to provide little benefit to the market relative to real-time pricing, these gains still amount to hundreds of millions of dollars per year on aggregate. However, these results here are not realistic for policy purposes. The price schedules in Figure 2 were generated “in-sample,” meaning that prices were set using data from the same year in which the prices were to be applied. Therefore, to obtain these results, price setters would need perfect knowledge of market conditions a full year in advance, which is simply not feasible.
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\(^4\) The authors’ local utility, PECO, has a time-of-use pricing scheme that is a good example of this.
The real task for a policymaker is to use previous years’ data to construct a price schedule that will most accurately predict prices in the coming year. In Figure 3, we model this, constructing the same four pricing policies as before, but instead using the pricing data from the three years before the policy is to be enacted. We then take the difference in efficiency between the candidate’s time-of-use policy and the policy that always charges the average price over the past three years.

These results paint a less favorable picture of these policies—relative efficiency is improved on the order of 10 percent compared to a flat price. This still amounts to average annual efficiency gains of approximately $200 million across the seven markets. Strikingly, more complex policies do not render significantly higher average efficiency gains. The four panels of Figure 3 have mean efficiency gains of 9, 10, 11, and 7 percent, respectively. Additionally, more complex policies are more variable in their effectiveness—in fact, they often backfire and perform worse than a flat tariff, as shown by the negative values present.

More complex policies are more variable in their effectiveness—in fact, they often backfire and perform worse than a flat tariff...
In general, there are two sources of inefficiency in these schedules:

1. There are forecasting errors in the average price: the average price of the policy that is set using data from the previous three years may differ substantially from the true average wholesale price in the year in which it is applied.

2. There are imprecise targets of hourly prices: regardless of the average price, the “shape” of the proposed policy does not match the variations in the real-time market. For simple policies, this is largely driven by the lack of granularity in the schedule. For sophisticated policies, the level of granularity may seem to closely match the wholesale price, but because we are extrapolating from previous years’ idiosyncrasies, the shape that it forms is often incorrect. For example, the price of power on weekends in June at 5 p.m. may have been low in the past few years, but the current year might experience temperature spikes during those days and times.

Based on our modeling, setting electricity prices in advance using historical data has the potential to modestly improve efficiency. While simple policies offer gains on the order of 10%, sophisticated policies are not much better on average and often backfire. Complex time-of-use pricing is limited by the unpredictability of future real-time wholesale prices.

### Critical Peak Pricing

The second alternative we consider is critical peak pricing. This describes a policy wherein utility companies can call some “critical peak events” in a calendar year. During these events, prices are either allowed to fluctuate freely with either the real-time/day-ahead power price or a predetermined “critical peak price.”

Typically, these events are restricted to peak daily usage hours and are called when prices are expected to be particularly high. This allows policymakers to mitigate the inefficiency incurred during the most extreme price events. The cost, however, is that consumers now must give up some of the predictability characteristic of the time-of-use schedules described above. They may experience cost shocks if they do not adjust their power usage accordingly during peak events.

We can again model this using our price data. First, we rank each day of the year according to the average day-ahead price during the peak usage hours of each ISO. We then construct price schedules that charge customers a fixed price except during these critical peak events, where that price is replaced by the day-ahead peak average.

Results averaged across all years of our data are shown in Figure 4, where the horizontal axis represents the number of critical peak events. The panel on the left uses event-level prices based on the day-ahead market, whereas the panel on the right uses a single price for all critical peak events.

We see a striking difference between the two panels. With event-level pricing, we see efficiency gains of a similar magnitude to simple TOU policies using just twenty events. However, we see little overall benefit with a single critical peak price (CPP). The reason for this is straightforward: critical peak events are not all equally serious. A predicted wholesale price spike to $300/MWh is much more severe than a predicted price spike to $100/MWh. If utilities cannot signal this difference in severity between spikes, they are essentially left with a peak pricing scheme that only
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5 This number can vary: consider ComEd’s “1 to 2 days” to SDGE’s “up to 18 days.”
applies for a few days each year. An important benefit of a critical peak price is its ability to precisely incentivize conservation in crucial hours.

We also see significant differences in efficiency gains between markets. Why does ISO-New England (ISO-NE) benefit greatly from a critical peak price, while SPP doesn’t even break 5% after forty events? In part, this can be explained by differences in the predictive power of forward markets. Critical peak pricing depends on the ability of the day-ahead market to predict real-time prices to both call events optimally and price those events accurately.

Figure 5 shows the $R^2$ (a measure of statistical fit) between hourly day-ahead and real-time prices for all seven markets. In the Northeast, forward and spot markets are strongly correlated throughout the years of our sample. In contrast, day-ahead markets in ERCOT, SPP, and CAISO, which have 20–30% of their generation supplied by wind and solar resources, are much worse predictors of real-time conditions.

This makes critical peak price policies significantly less effective in these regions.

One might imagine that returns would be maximized if critical peak events were called very shortly before they occurred using information from the real-time market. This would maximize the information used in calling these events. However, consumers would not have enough time to meaningfully react to these critical peak price levels, and the induced change in load would be insufficient to improve efficiency.

This approach raises concerns about the aforementioned “surprise bills,” unless regulators were to adopt a retail price cap (though this comes with its own set of inefficiencies). Empowering consumers to easily adjust electricity usage in response to sudden critical peak pricing events is paramount to improving market efficiency. Recent advances in home automation may offer avenues to capture some of the efficiency gains with less financial risk to the consumer.
CONCLUSION AND POLICY RECOMMENDATIONS

Both time-of-use and critical peak pricing have some potential to improve economic efficiency in retail electricity markets. However, these efficiency gains must be balanced against consumer concerns of simplicity and predictability. In designing time-of-use rates, we find that sacrificing simplicity does not lead to significantly better outcomes when price schedules are determined out-of-sample.

Simple peak-style schedules with between 2 and 8 price levels are sufficient to capture most of the potential welfare gains and are much easier for consumers to understand. In designing CPP rates, we find that sacrificing some predictability is necessary to earn robust efficiency returns. Specifically, we find that differentially pricing “very high” and “extremely high” load events is important—in practice, many utilities testing critical peak pricing policies are not doing so. We find that the benefits from these policies add up when used alongside each other: time-of-use targets routine cycles in prices, while critical peak pricing targets non-routine spikes.

If policymakers wish to improve efficiency in retail electricity markets, we recommend that they focus on implementing a carefully designed critical peak pricing program and a simple time-of-use schedule. This feasible policy has the potential to return between 15–20% of the welfare losses from imperfect pricing in the retail market without causing significant consumer confusion. As home automation advances in the years to come, and households can use software to shift power consumption away from high-price hours, policies could gradually shift toward real-time or day-ahead pricing. This would benefit consumers in the long run, as peak demand would go down, and less investment in generation capacity would be needed.
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